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Foreword 
Trevor A. Holster 

trevholster@gmail.com 

TEVAL SIG Publication Chair 

Welcome to the first issue of Shiken for 2015. In this issue, Koizumi et al. investigated regression to the 

mean (RTM) and the standard error of difference (SED), issues which are surprisingly underrepresented 

in TESOL literature. Although Koizumi et al. and Swinton (1983) demonstrated RTM using TOEFL 

scores, this problem will affect any pretest-posttest comparisons, whether for research studies or for 

monitoring student learning. As both Swinton and Koizumi et al. made clear, RTM can lead to 

misinterpretation of test results, invalidating research findings and compromising instructional decisions, 

so the lack of awareness of the problem is worrisome. Swinton's study, published as an official ETS 

Research Report, recommended using two pretests to estimate and correct for RTM, so Koizumi et al.'s 

guidance on how to estimate RTM when only a single pretest is available provides a much more practical 

approach for the situation that most teachers and program administrators face. 

Smiley, who will be familiar to many TEVAL members as the coordinator of the JALT Materials Writers 

SIG, provided an account of the difficulties that teachers face in developing skills in test analysis. Smiley's 

use of Microsoft Excel to conduct classical test theory (CTT) analysis was highly commendable and the 

guidance provided by books such as Brown's (2005) Testing in Language Programs is more than 

sufficient for the needs of teachers who need to analyze classroom tests. However, Smiley needed to 

criterion reference test questions against curriculum objectives and textbook content, a purpose for which 

Rasch analysis is ideally suited (Brown & Hudson, 2002). Linacre's (2014) Winsteps software package 

provides for quick and detailed Rasch analysis of overall test performance and individual items, but 

Smiley also cautioned that novices may be discouraged by the steepness of the learning curve involved 

in learning Rasch analysis.  

J.W. Lake and I responded to Smiley's article by highlighting two key features of the Rasch model: the 

Wright map and the assumption that all items discriminate equally. Our aim was not to provide 

groundbreaking new insights, but rather to demonstrate that Rasch analysis can provide information to 

guide instructional decisions that is not easily available from CTT analysis and that Rasch results can be 

presented in graphical forms that are conceptually simple enough that novices can interpret them without 

requiring extensive technical training. 

Finally, J.D. Brown's regular Statistics Corner column reviewed the range of techniques and analyses 

that have been used in the testing of intercultural pragmatics ability. Pragmatics, which deals with the 

relationship between context and meaning, is crucial to language proficiency, and thus to assessment, 

evidenced by the growing body of research on its assessment documented by Brown. Hopefully the 

inclusion of pragmatic features in assessment will result in positive washback, where textbooks and 

classroom instruction reflect the testing of intercultural pragmatics. One point that stands out about 

Brown's review is the increasing sophistication of the analyses used in testing intercultural pragmatics 

ability, which is evidence of the complex nature of the interaction between language and context. In 

particular, the increasing use of Facets analysis to account for rater effects (see McNamara, 1996, for an 

accessible introduction) raises questions about how to incorporate pragmatics into classroom assessments 

because teachers frequently act as interlocutors and/or raters. Given that pragmatics is concerned with 

what is appropriate in different contexts and when faced with different interlocutors, the elicitation of 

pragmatics performances in a classroom by a teacher raises questions of how to interpret the results, i.e. 

the construct validity of the assessment. The problematic nature of authenticity in classroom contexts is 

well recognized (see van Lier, 1996, for example). Facets analysis, which isolates contextual variables as 
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facets of a performance, can address some of these concerns, but the complexity of the analysis often 

makes the findings incomprehensible to non-specialists, as Smiley's article in this issue reported. This 

doesn't preclude positive washback from tests of intercultural pragmatics, but it does raise questions about 

what degree of assessment literacy teachers need for positive washback to occur. 

The TEVAL SIG has been working for many years to make technical issues more accessible to classroom 

teachers through J.D. Brown's Statistics Corner, Jim Sick's series of articles on Rasch analysis, and Tim 

Newfield's articles on assessment literacy, but the articles by Smiley and Brown are important reminders 

of the need for workshops and introductory articles aimed at novice language testers. The JALT Pan-

SIG2015 conference will be held in Kobe on the weekend of 16-17 May, 2015. Many of our officers and 

members will be attending, so this is an excellent opportunity to see the work of TEVAL SIG members 

and the members of other JALT SIGs, and to raise any questions or concerns about testing and assessment. 

We look forward to seeing you at Pan-SIG2015. 
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Call for Papers 

Shiken is seeking submissions for publication in the November 2015 issue. Submissions received by 1 

September, 2015 will be considered, although earlier submission is strongly encouraged to allow time for 

review and revision. Shiken aims to publish articles concerning language assessment issues relevant to 

classroom practitioners and language program administrators. This includes, but is not limited to, research 

papers, replication studies, review articles, informed opinion pieces, technical advice articles, and 

qualitative descriptions of classroom testing issues. Article length should reflect the purpose of the article. 

Short, focused articles that are accessible to non-specialists are preferred and we reserve the right to edit 

submissions for relevance and length. Research papers should range from 4000 to 8000 words, but longer 

articles are acceptable provided they are clearly focused and relevant. Novice researchers are encouraged 

to submit, but should aim for short papers that address a single research question. Longer articles will 

generally only be accepted from established researchers with publication experience. Opinion pieces 

should be of 3000 words or less and focus on a single main issue. Many aspects of language testing draw 

justified criticism and we welcome articles critical of existing practices, but authors must provide 

evidence to support any empirical claims made. Isolated anecdotes or claims based on "commonsense" 

are not a sufficient evidential basis for publication. 
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From raw scores to Rasch in the classroom 
Trevor A. Holster1 and J. W. Lake2 

trevholster@gmail.com 

1. Fukuoka University 

2. Fukuoka Jogakuin University 

Abstract 

Smiley's experience reported in this issue of Shiken is probably quite typical of moving from traditional analysis to Rasch 

analysis. Traditional analysis, exemplified by Brown's (2005) Testing in Language Programs, provides statistics such as item 

facility values (IF) and item discrimination (ID) which will identify most of the same problematic items as Rasch analysis, 

and it's unlikely that classroom grades would change to any substantive degree between the two for a thoughtfully developed 

test. Rasch analysis provides benefits beyond analogues of traditional item analysis, however, and this paper argues that two 

important practical benefits are the variable map, or Wright map, which provides a quick visual summary comparing students 

with instructional features, and data-model fit statistics which provide for diagnosis and identification of students requiring 

remedial instruction. This study illustrates the potential of these for curriculum planning and classroom diagnosis through 

analysis of the vocabulary section of an academic English placement test. 

Keywords: Diagnostic assessment, Rasch, item analysis, vocabulary testing 

As Smiley reports in this issue of Shiken, traditional item analysis includes item facility values (IF), which 

rank item difficulty by the proportion of correct responses, and item discrimination (ID), which shows 

whether high ability persons scored higher overall on an item than low ability persons, a simple 

assumption being that higher ID is generally better. Rasch software reports several statistics regarding 

item performance, including point-measure correlation and infit and outfit statistics. As Linacre (2012) 

explains, the point-measure correlation is closely related to the point-biserial correlation that can be used 

for the same purpose as ID (Brown, 2005, p. 70), so the closest analogue of ID is the point-measure 

correlation. Rasch fit statistics are based on a different conception of discrimination, however, and this is 

fundamental to understanding the differences between the Rasch model and traditional analysis. In 

traditional ID analysis, we assume that higher scoring students answer correctly more often on all items 

than lower scoring students, so ID allows us to identify items that behaved unexpectedly. We need some 

difficult items, i.e. with low IF values, to target high ability students, and these will have high IDs. We 

also need some easy items, i.e. with high IF values, to target low ability students, and these will have 

much lower IDs or correlations because many low ability students will answer them correctly. Although 

negative ID values indicate problematic items, a good test will have items with a range of IF and ID values, 

so higher ID alone does not automatically indicate a better item. The Rasch model shares the expectation 

that high ability students will succeed more than low ability students on all items and that point-measure 

correlations will vary for effective items but should always be positive, but Rasch data-model fit is 

calculated by comparing the observed discrimination of items, which are never equal, with a theoretical 

ideal in which all items have equal discrimination (see Sick, 2010, for discussion of Rasch model 

assumptions). However, Rasch discrimination is very different from the traditional ID value, so traditional 

analysis has no direct analogue to Rasch fit statistics. 

The left hand panel of Figure 1 illustrates this key feature of the Rasch model, showing item characteristic 

curves (ICCs) for three items of different difficulty. The vertical axis shows the probability of success of 

a person on an item, ranging from a lower limit of 0.00 to an upper limit of 1.00. The horizontal axis 

shows person ability in log-odds units, or "logits" (Bond & Fox, 2007). When item difficulty and person 

ability are perfectly matched, the person has a 50% chance of success, giving odds of 50/50, or 1/1. The 

natural logarithm of 1/1 equals 0, so an expectation of success of 50% means a difference between item 

difficulty and person ability of 0.00 logits. In Rasch analysis, there is no absolute zero point indicating 
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zero ability, so 0.00 logits is just an arbitrary point that, by convention, indicates the mean difficulty of 

the sample of items. In Figure 1, therefore, we would expect 50% of students with ability of 0.00 logits to 

succeed on an item of average difficulty and 50% to fail. If the same group of students took an easier item, 

with difficulty of -1.00 logit, we would expect about 73% to pass and about 27% to fail, i.e. odds of about 

73/27, because person ability is about 1 logit higher than the item difficulty and the natural logarithm of 

73/27 is roughly 1. For a more difficult item of 1 logit difficulty, the probability of success falls to about 

27% because odds of 27/73 corresponds to a logit difference of about -1. 

 

Figure 1. Rasch and non-Rasch item characteristic curves for items of different difficulty levels. The 

vertical axis shows the probability for three items of different difficulty. The Rasch model assumes 

parallel curves, but non-Rasch models allow non-parallel curves. 

So far this is consistent with the commonsensical expectation that success on items will correlate with 

person ability, but what is conceptually important about the Rasch ICCs in Figure 1 is that they are parallel, 

i.e. that the slope of each curve is the same at each point on the vertical axis. The difference in difficulty 

between the successive items is 1.00 logits at every probability level. In other words, the relative difficulty 

of the items is theorized to be invariant regardless of the ability of the persons taking the test. Similarly, 

the relative ability of the persons is theorized to be invariant regardless of the set of items used in the test. 

The Rasch model thus assumes a stable hierarchy of person ability that does not vary for different samples 

of items, and a stable hierarchy of item difficulty that does not vary for different samples of persons. This 

theoretical ideal is only possible if ICCs are parallel (Engelhard, 2013), and, as item discrimination in the 

Rasch model is simply the slope of the ICC at the 50% expectation of success level, the ideal of invariant 

measurement is only possible if all items have identical discrimination. 

However, real data sets never perfectly fit the idealized Rasch model, in fact, they often misfit quite 

dramatically. The right-hand panel of Figure 1 shows response patterns that illustrate items that misfit 

Rasch assumptions. One item, Rasch follows a Rasch ICC, but another item, High, has a much steeper 

slope, i.e. higher discrimination. The problem this causes is that low ability students have a higher 

probability of success on Rasch than on High, i.e. Rasch is easier than High, but for high-ability persons, 

the hierarchy is reversed and Rasch is more difficult. This is another way of saying that students seem to 

have followed different trajectories of acquisition for these two items. In the case of a classroom test 

where test items are based on course content, if a large number of items misfitted in this way, we might 

want to investigate to see whether our curriculum is mixing different types of knowledge and skills that 

should be assessed separately. Another source of misfit is shown by the item Guess. In this case, the 
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expectation of success does not approach the lower limit of zero assumed by the Rasch model, so even 

very low ability persons still have about a 20% chance of success. This is the type of pattern we might see 

in a situation where guessing is possible, such as a multiple-choice test with five answer choices or in a 

constructed response question that gives clues to the answer. An important point about these three items 

is that the major problem for the Rasch model is mixing items with ICCs that diverge too much from 

parallel trajectories, so items that function well in one test may misfit if used in a test that measures a 

different type of knowledge. 

Rasch analysis provides a simple diagnostic tool to identify items or persons that violate the model's 

assumptions in the form of mean-square fit statistics. Fit statistics are generated from the patterns of the 

differences between observed responses and statistically expected responses, known as score residuals. In 

a dichotomously scored test, observed responses can only have values of 0 or 1, while expected responses, 

or probability of success on items, can take any value between the asymptotes of 0.00 and 1.00, so 

observed values and expected values can never be exactly equal. When person ability and item difficulty 

are perfectly matched, the probability of success equals .50, so the residual is 0.50 for a correct answer 

and -0.50 for an incorrect answer. Small residuals will occur when high ability persons succeed on easy 

items or low ability persons fail on difficult items, while large residuals will occur when low ability 

persons succeed on difficult items or high ability persons fail on easy items. Across the entire data set, 

these values are expected to follow a chi-square distribution, and the mean-square fit statistics provide a 

confirmatory analysis to see whether the observed data fit the modelled distribution.  

The mean-square statistic has an expected value of 1.00, indicating patterns of responses that perfectly 

match the Rasch model, with a lower limit of zero and no upper limit. Mean-square values below 1.00 

indicate responses that are more predictable than expected, called overfit, while mean-square values 

greater than 1.00 indicate less predictable responses, called misfit (or underfit). For the three items in the 

right hand panel of Figure 1, Rasch would show perfect data-model fit, but High would overfit the model 

and Guess would misfit the model. In the real world, some items and persons will inevitably be more 

consistent than average and some will be less consistent, so aiming for perfect data-model fit is not the 

objective. Rather, we need to investigate whether the misfit is severe enough to threaten the interpretations 

we wish to make of the test scores and whether there are systematic patterns of misfit that indicate 

sampling problems with either items or persons.  

While much of the published research on language testing is from the perspective of large-scale 

standardized proficiency tests, where practicality and reliability are paramount concerns, a materials 

writer or textbook planner who wishes to integrate assessments into a course of study may be more 

concerned with criterion referencing student ability against instructional content or in diagnosing students 

or instructional items that follow unusual developmental trajectories. Rasch analysis provides useful tools 

for this, so the purpose of this paper is to demonstrate its benefits within instructional programs. This 

study was conducted as part of a curriculum development project for reading classes in a newly established 

Academic English Program (AEP) at a Japanese public woman’s university. In 2011, the first year of the 

program, detailed goals and objectives were not available and different teachers used different reading 

textbooks and instructional approaches. Students' TOEFL score trajectories diverged from the 

assumptions of the university and prefecture, so textbook selection was reviewed and a placement test 

developed for 2012, with intended secondary uses as a diagnostic and achievement test. The 2012 test 

form had three sections of 50 items each and this was revised in 2013 to five sections of 40 items each, 

including content derived from the assigned textbook series, Reading Explorer (Douglas & McIntyre, 

2009).   

Each of the five different levels in the Reading Explorer series comprised 24 reading passages followed 

by five comprehension check questions intended to prepare students for tests such as the TOEFL. Each 
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reading passage targeted 10 academic words for explicit instruction, but it was apparent that many students 

needed to study non-academic words in the textbook as well, so supplementary vocabulary instruction 

was required and a vocabulary test was needed to determine appropriate vocabulary for students of 

different proficiency. Given the TOEFL orientation of the program, Davies and Gardner's A Frequency 

Dictionary of Contemporary American English (2010) was adopted as the basis of the vocabulary section 

of the placement test, on the assumption that higher frequency words are generally more important to 

learn and more likely to be integrated into long-term knowledge because they will tend to be encountered 

more frequently in authentic use. Thus, Section 1 of both test forms aimed to measure vocabulary 

knowledge at different levels of word frequency. Each frequency band of  1000 words from Davies and 

Gardner (2010) was tested by 10 items, with the expectation that the average difficulty of items would 

increase as word frequency decreased, allowing the lexical burden of reading passages to be estimated for 

students at different TOEFL levels, providing evidence to guide textbook selection for classes of different 

levels. 

RQ1. Did the difficulty of items in the vocabulary section follow the hypothesized hierarchy 

based on word frequency? 

RQ2. Did students demonstrate good data-model fit, indicating that students from different high-

schools followed similar trajectories of vocabulary learning? 

Method 

Participants 

All participants were female Japanese university students enrolled in an academic English program at a 

public Japanese women's university. Placement tests were administered in April 2012 and April 2013 to 

assign students to both academic English classes and first-year seminar classes conducted in Japanese. 

The 2012 cohort had 249 students and the 2013 cohort had 243 students, for a total of 492 students. 

Instrument 

The vocabulary section of the test comprised 50 items in 2012 but was reduced to 40 items in 2013. 

Although the VST (Beglar, 2010; Nation & Beglar, 2007) was considered as a source of vocabulary items, 

the frequency lists provided by Davies and Gardner (2010) were considered to more relevant to the AEP’s 

academic focus so a new test was developed using a synonym matching format instead of the definitions 

used in the VST. As the students were enrolled in an academic English program, knowledge of very high 

frequency vocabulary was assumed, so each item stem used a word taken from the first 500 words listed 

by Davies and Gardner (2010), with the correct answer, the key, being synonymous with this. The 

distractors were of similar frequency to the key and of the same part of speech, so the difficulty of items 

was hypothesized to result from the frequency of the key and distractors. A sample item is shown below: 

With                       

A) Ago          B) Least          C) Enough          D) Already          E) Together 

For the 2012 test, 10 items were sampled from each of the 1000 word frequency bands in Davies and 

Gardner's 5000 word list, giving 50 items in total. Analysis of the 2012 results showed that the items from 

the first and second 1000 frequency bands (1K and 2K) were too easy for most students, so these were 

replaced with 10 academic items derived from the reading textbook series for the 2013 test, leaving 40 

items. This analysis therefore includes 60 items, with 1K and 2K items used only in 2012, academic items 

used only in 2013, and 3K, 4K, and 5K items linking the two subsets of data. 
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Procedure 

Tests were administered on the first day of semester, supervised by AEP teachers. Administrative 

constraints dictated a two-hour time limit for the placement test, raising concern over speededness. 

Observation during test administration showed that most students finished all sections within the allotted 

time, and that speededness did not affect the vocabulary section, which was the first section of both test 

forms. Therefore, missing responses were coded as incorrect. All analyses were conducted using Winsteps 

(Linacre, 2010). Following each test administration test forms were scanned and processed using Remark 

Office OMR version 8.4  (Gravic, 2012), response data exported to Microsoft Excel 2010 (Microsoft, 

2010), and then imported into Winsteps as a plain text file. 

Results 

Figure 2 shows the variable map, or Wright map, with mean item difficulty set as 400 and 1 logit scaled 

to 50 points, to give an approximation to the TOEFL scale. The vertical scale thus allows visual 

comparison of person ability and item difficulty because both are measured in the same units. Persons are 

shown in the left column, with item distribution shown in the second column, and items displayed by 

frequency band in the rightmost six columns. Items are labeled by frequency level, with targeted academic 

vocabulary labeled as "AW". Most persons fall within the TOEFL 400 to 500 range, consistent with 

students being unable to read unsimplified texts upon entry to the AEP. Students with TOEFL levels of 

400 would have a 50% expectation of answering an average item, while students at the 500 level would 

have an 88% expectation of success on an average item. A general trend can be seen for high-frequency 

items to be easy and academic items to be difficult, but the pattern is not strongly deterministic, with one 

very easy 5K item and two very difficult 2K items. This is supported by Table 1, showing mean item 

difficulty by frequency band. This must be interpreted very cautiously because 10 items per frequency 

band is insufficient for definitive results, but Table 1 shows the expected trend of mean item difficulty 

increasing as vocabulary decreases. Although adjacent frequency bands aren't clearly separated, with  

some 3K words easier than most 1K and 2K words, the evidence supports the view that Davies and 

Gardner (2010) provide a useful classroom guide for prioritizing vocabulary items.  

However, a curriculum aims to match students with language features of appropriate difficulty, and this 

is where the benefits of Rasch measurement become apparent. Although raw scores can rank-order person 

ability and item difficulty, they do not place person ability and item difficulty on a shared measurement 

scale. Also, rank-ordering using raw scores requires that all persons take the same set of items and that all 

items are taken by the same set of persons unless equating procedures are used, greatly complicating 

matters when different test forms are used, as in this study. Rasch analysis provides comparison of both 

persons and items on the same measurement scale even when different test forms are used, as long as the 

test forms have a subset of 10 or more common items that can be employed to statistically link the forms, 

so the Wright map shown in Figure 2 allows curriculum planners and classroom teachers to quickly see 

the relative ability of each student compared to instructional items. We can see that very few persons were 

below 400, but 1K and 2K words mostly fell below this, while academic words were mostly above the 

average person ability of about 470. Therefore, it seems reasonable to focus vocabulary instruction on 3K 

and 4K words for most students, while reviewing and consolidating 1K and 2K words with the lowest 

group and introducing academic words with the upper levels. In this way, Rasch analysis allows 

curriculum planners and materials writers to visually compare the levels of students and items to check 

that instruction is appropriately targeted. 

However, as Figure 1 showed, the hierarchy of item difficulty of the Wright map assumes adequate data-

model fit. The "pathway" maps produced by Winsteps provide a simple visual tool to investigate this. 

Figure 3 shows the pathway maps for items, shown in the left-hand panels, and persons, shown in the 
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right-hand panels. The vertical scale shows item difficulty and person ability. Each circle represents one 

item or one person, with the size of the circle representing the measurement error. If two circles overlap 

on the vertical scale, we do not have 95% confidence that they are different in difficulty or ability. The 

horizontal scale shows mean-square fit statistics, which can range from zero to infinity. A value of 1.00 

indicates that the randomness in the data matches the expectations of the Rasch model, while values below 

this indicate unexpectedly predictable data and values higher than 1.00 indicate noisy data. Linacre 

suggests a rule-of-thumb that mean-square statistics between 0.5 and 1.5 are productive of measurement. 

However, two sets of mean-square statistics are produced, information weighted infit statistics, shown in 

the upper panels, and unweighted outfit statistics, shown in the lower panels. The information weighting 

of the infit statistic emphasizes responses where person ability and item difficulty are well matched 

because this is where information is maximized, so this statistic is the crucial indicator of whether the 

instrument supports measurement. The outfit statistic, generated from unweighted responses, shows the 

effect of outlying responses, such as when low ability persons succeed on difficult items or high-ability 

persons fail on easy items. Comparison of the patterns of infit and outfit thus gives important diagnostic 

information about where unexpected responses are occurring.  

Scale|                   Persons | All Items || Items by Frequency Band            |Scale 

     |                           +           ||  1K |  2K |  3K |  4K |  5K |  AW  |      

 600 |                           +T          ||     |     |     |     |     |      | 600  

 590 |                           +           ||     |     |     |     |     |      | 590  

 580 |                        .  +           ||     |     |     |     |     |      | 580  

 570 |                        .  +  *        ||     |     |     |     |  5  |      | 570  

 560 |                      .** T+  *        ||     |     |     |     |     |  A   | 560  

 550 |                       .*  +  *        ||     |  2  |     |     |     |      | 550  

 540 |                     .***  +  **       ||     |     |     |  4  |     |  A   | 540  

 530 |                  .******  +  *        ||     |     |     |     |     |  A   | 530  

 520 |               .*********  +  *        ||     |     |  3  |     |     |      | 520  

 510 |                .******** S+  **       ||     |     |     |     |     +M AA  | 510  

 500 |             .***********  +S ****     ||     |  2  |     |     |  55 |  A   | 500  

 490 |     .*******************  +  *        ||     |     |     |     |     |  A   | 490  

 480 |         .***************  +  ***      ||     |     |     |  4  |  5  |  A   | 480  

 470 |          .************** M+  *        ||     |     |     |     |     |  A   | 470  

 460 | .***********************  +  ***      ||     |     |     |  4  +M 5  |  A   | 460  

 450 |                 ********* +  **       ||  1  |     |     |     |  5  |      | 450  

 440 |               .*********  +  ****     ||     |     |  3  |  44 |  5  |      | 440  

 430 |                 ******** S+  *        ||     |     |     +M 4  |     |      | 430  

 420 |                     .***  +  *        ||     |     |     |  4  |     |      | 420  

 410 |                      **** +  ***      ||     |     |  333|     |     |      | 410  

 400 |                       .*  +M          ||     |     +M    |     |     |      | 400  

 390 |                        ** +  *        ||     |  2  |     |     |     |      | 390  

 380 |                       .* T+  ***      ||  1  |     |  3  |     |  5  |      | 380  

 370 |                        ** +  **       ||     |     |     |  4  |  5  |      | 370  

 360 |                         * +  *        ||     |  2  |     |     |     |      | 360  

 350 |                        .  +  *        ||     |     |     |  4  |     |      | 350  

 340 |                        .  +  **       ||     +M 2  |  3  |     |     |      | 340  

 330 |                       .*  +  **       ||  1  |  2  |     |     |     |      | 330  

 320 |                           +  *        ||     |  2  |     |     |     |      | 320  

 310 |                        .  +  ***      |+M 111|     |     |     |     |      | 310  

 300 |                        .  +S          ||     |     |     |     |     |      | 300  

 290 |                           +  ***      ||  1  |  2  |     |     |  5  |      | 290  

 280 |                           +           ||     |     |     |     |     |      | 280  

 270 |                           +  ****     ||  1  |     |  33 |  4  |     |      | 270  

 260 |                           +  *        ||  1  |     |     |     |     |      | 260  

 250 |                           +           ||     |     |     |     |     |      | 250  

 240 |                           +           ||     |     |     |     |     |      | 240  

 230 |                           +  **       ||     |  2  |  3  |     |     |      | 230  

 220 |                           +  *        ||  1  |     |     |     |     |      | 220  

 210 |                           +           ||     |     |     |     |     |      | 210  

 200 |                           +T*         ||     |  2  |     |     |     |      | 200  

     |                           +           ||  1K |  2K |  3K |  4K |  5K |  AW  |   

Scale|                   Persons | All Items || Items by Frequency Band            |Scale 

Note: Each "*" in the person column is 3 persons, each "." is 1 to 2   

Figure 2. Person-item map showing person ability and item difficulty scaled to approximate TOEFL level. 

Items are identified by frequency band, with academic items identified as "A". "M" indicates the mean 

difficulty for all items, and the median for each frequency band. 
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Table 1 

Item Difficulty by Frequency Band 
                                  Item Difficulty                     
Item Level   Count       Mean         Median         S.D.       S.E. Mean     

    1K        10        311.74        307.31        61.36         20.45      
    2K        10        351.23        337.51       102.94         34.31      
    3K        10        368.69        396.05        83.45         27.82      
    4K        10        418.75        432.46        71.51         23.84      
    5K        10        442.98        458.18        75.22         25.07      
    AW        10        506.62        505.19        30.13         10.04       
    All       60        400.00        412.22        98.08         12.77  

Note: Subtotal reliability =.85 
Scale: Mean item difficulty = 400, 1 logit = 50 

 

Figure 3. Pathway maps showing data-model fit. The vertical axis shows an approximate TOEFL scale. 

Each bubble shows a single item or person, with the size of the bubble indicating an approximate 95% 

confidence band of difficulty or ability. The horizontal axis shows mean-square fit statistics, with 1.5 

being a rule-of-thumb threshold for concern. 
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In the case of the items, the infit statistics are extremely good, but the outfit statistics show several 

misfitting items that did not follow the parallel acquisition trajectories assumed by the Rasch model. The 

person statistics show a more worrisome pattern, with the infit statistics showing a number of misfitting 

persons and the outfit statistics showing many. Thus, many students are not displaying parallel trajectories 

of vocabulary acquisition, suggesting idiosyncratic exposure to English vocabulary at high-school or from 

studying for university entrance exams. Although the item statistics indicate a relatively stable hierarchy 

of item difficulty, the evidence points to many students having idiosyncratic vocabulary knowledge. This 

suggests the need for remedial instruction for higher ability students who incorrectly answered easy items, 

and thus might struggle with high-frequency vocabulary despite having considerable knowledge of 

academic vocabulary. Winsteps provides an accessible solution to this in the form of Kidmaps. 

Figure 4 shows the Kidmap for one student. The central vertical scale shows item ability, with the student's 

ability estimated as 499 plus or minus 22 and the horizontal bars showing the 95% confidence band. The 

left-hand side of the map identifies the items that were answered correctly, while the right-hand side 

identifies the items answered incorrectly, so "35.1" indicates Item 35 was given a score of 1, while "33.0" 

indicates that Item 33 was given a score of 0.  The items in the lower right quadrant show unexpected 

failures so this student should revise Items 33, 9, 27, 50, 45, and 43. What is notable is that this student is 

above average in ability but has followed an acquisition trajectory that diverges from the overall group, 

so the remediation is targeting easy items that were incorrect. In contrast to remediation aimed at helping 

low ability students close the gap to average students, this remediation targets higher ability students with 

idiosyncratic knowledge in order to bring them in line with the sequencing assumed by the curriculum 

planner. In contrast, the upper right quadrant shows expected failures, so this provides a sequence for non-

remedial instruction of items above the student's current level.  
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Name: Student 

Measure: 498.54  S.E. 21.99  Score: 41 

Test: Test of Vocabulary Synonymity 

 

Correct Answers       -Harder-      Incorrect Answers 

----------------------------------------------------- 

|                        600                        | 

|                         |                         | 

|                         |                         | 

|                         | 47.0                    | 

|                         | 14.0                    | 

| 35.1                   540                        | 

|                         |                         | 

|---------------------------30.0--------------------| 

| 18.1  44.1             XXX                        | 

| 41.1                    |                         | 

|-34.1-------------------480-43.0-------------------| 

| 38.1                    | 45.0                    | 

| 46.1                    |                         | 

| 3.1  39.1               |                         | 

| 21.1  36.1  37.1        | 50.0                    | 

| 28.1  31.1             420                        | 

| 29.1                    | 27.0                    | 

|                         |                         | 

| 7.1  12.1  24.1  42.1   |                         | 

|                         |                         | 

| 17.1  32.1  49.1       360                        | 

| 40.1                    |                         | 

| 13.1  20.1  25.1        |                         | 

| 19.1                    | 9.0                     | 

| 2.1  4.1  5.1           |                         | 

|                        300                        | 

| 6.1  16.1  48.1         |                         | 

| 10.1  23.1  26.1        |                         | 

|                         | 33.0                    | 

| 8.1                     |                         | 

|                        240                        | 

| 15.1  22.1              |                         | 

| 1.1                     |                         | 

|                         |                         | 

| 11.1                    |                         | 

|                        180                        | 

----------------------------------------------------- 

Correct Answers       -Easier-      Incorrect Answers 

Figure 4. Diagnostic Kidmap for a single student showing correct and incorrect responses by item 

difficulty. Logit measures are shown on the vertical scale. The upper left quadrant shows items with 

unexpected success, indicating items requiring investigation, and the lower right quadrant shows items 

with unexpected failure, indicating items requiring remedial instruction. 

Discussion and Conclusions 

This study aimed to demonstrate how Rasch analysis can be of practical value to curriculum planners, 

materials writers, and classroom teachers using data from the vocabulary section of an academic English 

placement test. Although traditional analysis of raw scores can rank-order item difficulty and person 

ability, and techniques are available to criterion reference person ability to language features, Rasch 

analysis provides an extremely practical solution to these, while Rasch data-model fit provides a simple 

conceptual framework for diagnostic assessment. The key theoretical assumption of the Rasch model is 

that all items and persons follow parallel developmental trajectories and mean-square fit statistics provide 

an indication of the magnitude of deviations from this idealization. In this study, items showed acceptable 

data-model fit, supporting the existence of a stable hierarchy of item difficulty. The Wright map is 

emblematic of Rasch analysis and visually confirmed the hypothesized trend for item difficulty to increase 

as vocabulary frequency decreased. This provided a practical guide to inform teachers about vocabulary 

that is likely to cause difficulty for students of different levels. However, many students misfitted the 

Rasch model, suggesting idiosyncratic trajectories of vocabulary acquisition in high-school English 

classes and supporting the need for remedial instruction for high-level students with misfitting response 

patterns. The Kidmap produced by Winsteps provided an individualized diagnostic report to identify test 
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items requiring remediation. These findings illustrate that Rasch analysis has benefits for language 

programs beyond the identification of misbehaving items, providing insights into the behavior of 

individual students that are conceptually simple enough for non-specialists to interpret. 
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Testing intercultural pragmatics ability   
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University of Hawai‘i at Mānoa 

Question:  

What sorts of tests have been developed and used for testing intercultural pragmatics ability? What do we 

know about such testing? And, how have those tests been analyzed statistically?   

Answer:  

The literature on developing intercultural pragmatics tests has (a) found that different testing formats vary 

in their effectiveness for testing pragmatics, (b) discovered that certain variables are particularly important 

in testing pragmatics tests, and (c) relied on increasingly sophisticated statistical analyses in studying 

pragmatics testing over the years. I will address each of these three issues in turn. 

Different Testing Formats Vary in Their Effectiveness for Testing Pragmatics  

Starting with Hudson, Detmer, and Brown (1992, 1995), six testing methods have been prominent to 

varying degrees in the literature to date (as shown in Table 1):  

 Multiple-choice Discourse Completion Task (MDCT) – requires examinees to read a situation 

description and choose what they would say next. 

 Oral Discourse Completion Task (ODCT) – expects examinees to listen to an orally described situation 

and record what they would say next. 

 Discourse Role-Play Task (DRPT) – directs examinees to read a situation description and then play a 

particular role with an examiner in the situation. 

 Discourse Self-Assessment Task (DSAT) – asks examinees to read a written description of a situation 

and then rate their own pragmatic ability to respond correctly in the situation.  

 Role-Play Self-Assessment (RPSA) – instructs examinees to rate their own performance in the 

recording of the role play in the DRPT.  

Hudson et al. (1992, 1995) created initial prototype tests and validated them for EFL students at a US 

university. They noted that the MDCT did not work particularly well for them. Yamashita (1996) then 

created Japanese versions of those same tests and verified that all but MDCT worked reasonably well for 

Japanese as a second language (SL). Enochs and Yoshitake (1996) and Yoshitake (1997) verified that the 

six assessments worked well for Japanese university EFL students. Ahn (2005) created Korean versions 

for all but the MDCT and verified that they worked reasonably well for Korean as a FL. Liu (2007) 

reported on developing a MDCT that worked, which he accomplished by using students to generate the 

speech acts and situations that were used. 

Hudson et al. (1992, 1995) and a majority of the other researchers have used paper-and-pencil testing 

formats. However, other formats have also been used. Tada (2005) was the first to create computer-

delivered tests with video prompts. Roever (2005, 2006, 2007, 2008) was the first to develop and use web-
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based testing followed by Itomitsu (2009). Rylander, Clark, and Derrah (2013) focused on the importance 

of video formats. And, Timpe (2013) was the first to use Skype role-play tasks. 

Certain Variables Are Particularly Important in Testing Pragmatics 

In creating their first prototype tests, Hudson et al. (1992, 1995) identified a number of variables that have 

proven important across many of the subsequent studies, but to varying degrees. These variables are 

labeled across the top of Table 1. The first was the six testing methods discussed in the previous section. 

The second variable was speech acts, which initially included three key ones: (a) requesting (i.e., asking 

another person to do something or for something), (b) refusing (i.e., rejecting another person’s request), 

and (c) apologizing (i.e., acknowledging fault and showing regret for doing or saying something). The 

third variable was contextual conditions, which initially included three key conditions: (a) imposition 

(i.e., the degree of inconvenience to the listener of the request, refusal, or apology), (b) power difference 

(i.e., the degree and direction of differences in power or position between the speaker and listener), and 

(c) social distance (i.e., the degree of shared social familiarity or solidarity between the speaker and 

listener). 

Other variables were added as research continued. For example, Roever (2005, 2006, 2007, 2008) added 

the assessment of idiosyncratic and formulaic implicatures, as well as situational routines in addition to 

speech acts. He also added rejoinders after the response slot in designing his items. Tada (2005) 

specifically examined perception versus production of pragmatics to his study. Liu (2006, 2007) 

innovatively used speech acts and situations generated by students. Grabowski (2009, 2013) examined 

the relationship between grammar and pragmatic knowledge (which he further subdivided into 

sociolinguistic, sociocultural, psychological knowledges). Itomitsu (2009) also studied grammar and three 

aspects of pragmatics (appropriate speech acts, routines, and speech styles) and used requests speech acts, 

but also added offers and suggestions. Roever (2013) focused on implicature, but also considered 

vocabulary, collocations, idiomatic word meanings, and morphology. Rylander et al. (2013) added a 

number of speech acts using refusals and apologies, but also compliments, farewells, greetings, 

introductions, invitations, suggestions, offers, and complaints. Timpe (2013) included new speech acts: in 

addition to requests, she used offers, and also examined routine phrases, and phrases/idioms. Youn 2013 

added speech acts of expressing opinion and giving feedback on email and compared role-plays with 

monologic speaking and pragmatics tasks. And finally, Youn and Brown (2013) compared heritage and 

non-heritage KFL students’ performances on such tests.  

Increasingly Sophisticated Statistical Analyses have Been Used to Study Pragmatics Tests  

A quick glance at the second to last column in Table 1 will reveal that all of the studies have used classical 

testing theory (CTT), which involves traditional descriptive statistics, reliability estimates, correlation 

coefficients, and in some cases item analyses. However, as time went by, researchers increasingly used 

three more complex analyses:   

 Rasch analysis allows researchers to put items and examinees on the same logit scales. 

 FACETS analysis is a variation of Rasch analysis that allows researchers to put a variety of different 

facets (e.g., items, raters, rating categories, etc.) on the same logit scale and, among other things, allows 

simultaneous display of whatever facets are selected so they can be compared to examinee 

performances (for instance, examinees can be represented on the same scale as raters and rating 

categories, as in Brown, 2008).  
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Hudson et al. 1992, 1995; ESL in 

US 

X X X X X X X X X  2 2 2 P&P CTT Created the initial tests and validated all but the MDCT for EFL students at a US university.  

Enochs & Yoshitake, 1996; 

Yoshitake 1997; Both EFL in 

Japan 

X X X X X X X X X  2 2 2 P&P CTT Verified that six assessments worked reasonably well for Japanese university EFL students; scores also compared to 3 TOEFL subtests. 

Yamashita 1996; JSL in Japan X X X X X X X X X  2 2 2 P&P CTT Created Japanese versions and verified that all but MDCT worked reasonably well for Japanese as a SL. 

Ahn, 2005; Brown 2008; Brown & 

Ahn, 2011; All KFL in US 

X  X X X X X X X  2 2 2 P&P CTT, G theory, 

FACETS 

Examined the effects of numbers of raters, functions, item types, and item characteristics on reliability and difficulty/severity in several 

combinations. 

Roever 2005, 2006, 2007;  

ESL/EFL in US/Germany/Japan 

 S     X X X  2 1 1 WBT CTT, 

FACETS, DIF 

Assessed idiosyncratic and formulaic implicatures, situational routines, and speech acts; formats similar to MDCT, but speech acts added 

rejoinders after the response slot. 

Tada 2005; EFL in Japan  S S    X X X  2 2 1 CLT, 

Video 

CTT 1st to be computer delivered with video prompts for tests similar to MDCT and OPDCT (specifically examined perception vs. production 

of pragmatics) 

Liu 2006; EFL in PRC S S   S      2 2 2 P&P CTT, Rasch Speech acts and situations were generated by students. 

Liu 2007; EFL in PRC S          2 2 2 P&P CTT, Rasch Focused on developing a MDCT that worked; Speech acts and situations were generated by students.  

Roever 2008;  

ESL/EFL in US/Germany/Japan 

 S     X X X  2 1 1 WBT CTT, FACETS Speech acts section only; rejoinders after the response slots; examined effects of raters and items.  

Youn 2008; KFL in US X  X X   X X X  2 2 2 P&P CTT, FACETS Examined the effects of test types and speech acts on raters assessments. 

Grabowski 2009, 2013; ESL in US    S        1 2 P&P CTT, G theory, 

FACETS 

Speaking tests similar to DRPT; rated and examined the relationship between grammar and pragmatic knowledge (further subdivided into 

sociolinguistic, sociocultural, psychological knowledges). 

Itomitsu, 2009; JFL in US  S     X   X    WBT CTT Grammar and three aspects of pragmatics (appropriate speech acts, routines, and speech styles); three not distinguishable; only total scores 

validated; speech acts included requests, offers, suggestions. 

Roever, 2013; NS & ESL in 

Australia 

 S            P&P CTT, FACETS Focuses on implicature (along with subtests on vocabulary, collocations, idiomatic word meanings, & morphology) 

Rylander, Clark, & Derrah, 2013; 

EFL in Japan 

      X  X X    P&P, 

Video 

CTT, Rasch Focuses on importance of video: added speech acts (refusals & apologies , but also compliments, farewells, greetings, introductions, 

invitations, suggestions, offers, & complaints).  

Timpe, 2013; EFL in Germany  S   S  X   X  2 2 WBT CTT, Rasch Focused on American English self-assessment, a sociopragmatic comprehension test, and Skype role-play tasks. Sociopragmatics test 

include speech acts (requests and offers), routine phrases, and phrases/idioms 

Youn 2013; KFL in US    S   X   X  2  P&P CTT, FACETS (a) based on needs analysis, developed open role-play tasks similar to DRPT but more interactive; (b) added speech acts of expressing 

opinion and giving feedback on email; (c) compared role-play with monologic speaking and pragmatics tasks; &(d) exceptionally 

thorough reliability & validity study based on Kane’s (2006) argument-based approach. 

Youn & Brown, 2013; KFL in US X  X X   X X X  2 2 2 P&P CTT, FACETS Focused on comparison of heritage and non-heritage KFL students 

1  X = adapted same test; S = Similar test 
2  Number of levels (1 or 2) of each condition, e.g, Imposition high or low would be 2 levels 
3  P&P = Paper & Pencil test; CLT = Computerized Language Testing; WBT = Web-based Language Testing 

   4  CTT = Classical Test Theory; G-theory = Generalizability theory; Rasch = Rasch analysis; FACETS = Multifaceted Rasch analyses; DIF = Differential Item Functioning 

  

                                                      

1 Only quantitative research studies are considered here. In addition, whenever multiple publications appeared to be based on the same data, I grouped them as one project. 
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 Generalizability theory (G theory) allows researchers to study and minimize multiple sources of error 

in two stages: (a) a Generalizability study, which is used to estimate variance components for whatever 

facets the researcher wishes to study and thereby to understand the relative proportions of variance 

accounted for by the object of measurement (usually variance due to examinees) and other facets that 

are sources of variance (for example, raters and rating categories) (note that this can be done for either 

norm-referenced or criterion-referenced tests by using different procedures) and (b) a Decision study, 

which is used to estimate the appropriate generalizability coefficients (analogous to reliability 

estimates) for different numbers of levels in each facet (e.g., estimates can be provided for 2 raters or 

3, 4, 5, etc. while also examining what happens simultaneously if 2 rating categories are used or 3, 4, 

5, 6, etc.). For an example of this entire process, see Brown and Ahn (2013).  

These analyses and others have been applied in various ways with generally increasing levels of 

sophistication in the pragmatics testing literature. Hudson et al. (1992, 1995) created the initial tests and 

validated all but the MDCT for EFL students at a US university using CTT. Enochs and Yoshitake (1996) 

and Yoshitake (1997) verified that the six assessments worked reasonably well for Japanese university 

EFL students using CTT. Those scores were also compared to the three sets of TOEFL subtest scores 

available at that time. Yamashita (1996) created Japanese versions and verified that all but MDCT worked 

reasonably well using CTT. Ahn (2005), Brown (2008), and Brown and Ahn (2011) used FACETS and 

G-theory analyses to examine the effects of numbers of raters, functions, item types, and item 

characteristics on reliability and difficulty/severity in various combinations. Roever (2005, 2006, 2007) 

used FACETS and differential item functioning analyses. Liu (2006) used Rasch analysis to study the 

effectiveness of speech acts and situations that had been generated by students. Liu (2007) also used Rasch 

analysis but focused on developing a MDCT that worked. Roever (2008) applied FACETS analysis to 

study the effects of raters and items. Youn (2008) used FACETS analysis to examine the effects of test 

types and speech acts on raters assessments. Grabowski (2009, 2013) used both G theory and FACETS 

analysis in the process of examining speaking tests similar to DRPT with a focus on the relationship 

between grammar and pragmatic knowledge. Roever (2013) used FACETS analysis in his study of 

implicature. Rylander et al. (2013) used Rasch analysis in their study testing many different speech acts 

while using video formats. Timpe (2013) also used Rasch analysis in her study of American English self-

assessment, a sociopragmatic comprehension test, and Skype role-play tasks. Youn (2013) relied on Rasch 

analysis in her elaborate validity study (based on Kane’s (2006) argument-based approach) of role-plays 

with monologic speaking and pragmatics tasks. And finally, Youn and Brown (2013) used FACETS 

analysis in their comparison of heritage and non-heritage KFL students’ performances.  

Conclusion 

Different testing formats (including the original WDCT, MDCT, ODCT, DRPT, DSAT, RPSA, and a 

number of variations on those themes) have been shown to vary in their effectiveness for testing 

pragmatics depending on the context and the variables involved. In the process, a wide range of variables 

have been studied in the literature to date (especially, testing methods, speech acts, and various 

conditions). In addition, CTT, Rasch, FACETS, and G theory have been the major forms of analysis in 

the increasingly sophisticated pragmatics testing literature in a variety of different ways.  

In all probability, pragmatics testing will continue to grow in the future. No doubt additional tests will be 

developed (a) to assess pragmatics in additional languages, (b) to accommodate new additional variables 

as the subfield of intercultural pragmatics continues to expand, and finally, (c) to adjust to refinements in 

pragmatics constructs and testing formats. It will be interesting to see what impacts all this activity will 

have on the teaching and testing of English and other languages around the world—and of  course in 

Japan.  
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Where to Submit Questions: 

Your question can remain anonymous if you so desire. Please submit questions for this column 

to the following e-mail or snail-mail addresses: 

brownj@hawaii.edu.  
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Department of Second Language Studies  

University of Hawai‘i at Mānoa 

1890 East-West Road 

Honolulu, HI 96822  
USA 
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